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Large-scale ontology of images is a critical resource for developing content-based image search and image understanding algorithms.

Why we need:
More sophisticated and robust models can be proposed by exploiting these images
Resulting in better application for user to index, retrieve, organize, and interact with these data

We believe that a large-scale ontology of images is a critical resource for developing advanced, large-scale content-based image search and image understanding algorithms, as well as for providing critical training and benchmarking data for such algorithms.

Problem:
How such data can be utilized and organized
A large lexical database of English.
- Nouns, verbs, adjectives, and adverbs are grouped into sets of cognitive synonyms.
- Each meaningful concept in WordNet, possibly described by multiple words, is called a synonym (synset).

**WordNet Search - 3.1**
- [WordNet home page](#) - Glossary - Help

**Word to search for:** German shepherd  
**Search WordNet**

**Display Options:** (Select option to change)  
[Change]

Key: "S:" = Show Synset (semantic) relations, "W:" = Show Word (lexical) relations

Display options for sense: (gloss) "an example sentence"

**Noun**
- **S: (n) German shepherd**, [German shepherd dog](#), [German police dog](#), [alsatian](#)
  - (breed of large shepherd dogs used in police work and as a guide for the blind)
ImageNet Database

- A large-scale image dataset
- An image database organized according to the WordNet hierarchy
- Each node of hierarchy is depicted by hundreds and thousand of images
Current version of ImageNet

- Consisting of 12 “subtree”:
  - mammal, bird, fish, reptile, amphibian, vehicle, furniture, musical instrument, geological formation, tool, flower, fruit.
- These subtrees contain 5247 synsets and 3.2 million images

Goal:
To provide an average of 500-1000 images to illustrate each synset
A snapshot of two root-to-leaf branches of ImageNet
Properties of ImageNet

Scale
- ImageNet aims to provide the most comprehensive and diverse coverage of the image world.
- The current 12 subtrees consist of a total of 3.2 million cleanly annotated images spread over 5247 categories.
- This is already the largest clean image dataset available to the vision research community, in terms of the total number of images, number of images per category as well as the number of categories.

![Summary of selected subtrees](image)

<table>
<thead>
<tr>
<th>Subtree</th>
<th># Synsets</th>
<th>Avg. synset size</th>
<th>Total # image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mammal</td>
<td>1170</td>
<td>737</td>
<td>862K</td>
</tr>
<tr>
<td>Vehicle</td>
<td>520</td>
<td>610</td>
<td>317K</td>
</tr>
<tr>
<td>GeoForm</td>
<td>176</td>
<td>436</td>
<td>77K</td>
</tr>
<tr>
<td>Furniture</td>
<td>197</td>
<td>797</td>
<td>157K</td>
</tr>
<tr>
<td>Bird</td>
<td>872</td>
<td>809</td>
<td>705K</td>
</tr>
<tr>
<td>MusicInstr</td>
<td>164</td>
<td>672</td>
<td>110K</td>
</tr>
</tbody>
</table>
Properties of ImageNet

Hierarchy

- Organizing the different classes of images in a densely populated semantic hierarchy
- Synsets of images are interlined by several type of relation like IS-A

- Comparing the “cat” and “cattle” subtrees of ImageNet and the ESP dataset, We observe that ImageNet offers much denser and larger trees.
Properties of ImageNet

Accuracy:

- We would like to offer a clean dataset at all levels of the WordNet hierarchy
- Achieving a high precision for all depths of the ImageNet tree is challenging because the lower in the hierarchy a synset is, the harder it is to classify, e.g. Siamese cat versus Burmese cat.

- This figure demonstrates the labeling precision on a total of 80 synsets randomly sampled at different tree depths.
- An average of 99.7% precision is achieved for each synset.
Properties of ImageNet

Diversity

- Goal of ImageNet → ‘images should have variable appearances, positions, viewpoints, poses as well as background clutter and occlusions’
- Algorithm of quantifying image diversity:
  - compute the average image of each synset
  - measure lossless JPG file size

![ImageNet Diversity Example](image.png)
Related Word

- Small image datasets: Caltech101/256, MSRC, PASCAL
- TinyImage: 80 million 32*32 low resolution images
- ESP dataset: acquired through an online game
- LabelMe and Lotus Hill dataset: 30K and 50K labeled and segmented images

<table>
<thead>
<tr>
<th></th>
<th>ImageNet</th>
<th>TinyImage</th>
<th>LabelMe</th>
<th>ESP</th>
<th>LHill</th>
</tr>
</thead>
<tbody>
<tr>
<td>LabelDisam</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Clean</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>DenseHie</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>FullRes</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>PublicAvail</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Segmented</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>

Comparison of some of the properties of ImageNet versus other existing datasets

Comparisioin of the distribution of ‘mammal’ labels over tree depth levels bewee ImageNet and ESP games.
Collecting candidate images

- Collect candidate image from the Internet by querying several image search engines
- Queries are the set of WordNet synonyms for each synset
- Expand queries by appending the queries with the word from parent synsets
- Translate the queries into other languages (Chinese, Spanish, Dutch, Italian)

Querying “whippet” according to WordNet’s gloss a “small slender dog of greyhound type developed in England”

We also search whippet dog and also whippet greyhound
Cleaning candidate images

- Rely on humans to verify each candidate image collected in the previous ()
- Amazon Mechanical Turk (AMT)
- We present the users with a set of candidate images and the definition of the target synset (include a link to Wikipedia)
- Ask whether each image contains objects of synset

Two issues:
1. Human makes mistakes
2. Users do not always agree with each

having multiple users independently label the same image
We developed a simple algorithm to dynamically determine the number of agreements needed for different categories of images.

- For each synset, we first randomly sample an initial subset of images.
- At least 10 users are asked to vote on each of these images.
- We then obtain a confidence score table, indicating the probability of an image being a good image given the user votes.

### Confidence score table for ‘Cat’ and ‘Burmese Cat’

<table>
<thead>
<tr>
<th>User</th>
<th>Y</th>
<th>N</th>
<th>Y</th>
<th>Y</th>
<th>#Y</th>
<th>#N</th>
<th>Conf Cat</th>
<th>Conf BCat</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>0</td>
<td>1</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>User 2</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>1</td>
<td>0</td>
<td>0.85</td>
<td>0.69</td>
</tr>
<tr>
<td>User 3</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>1</td>
<td>1</td>
<td>0.46</td>
<td>0.49</td>
</tr>
<tr>
<td>User 4</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>2</td>
<td>0</td>
<td>0.97</td>
<td>0.83</td>
</tr>
<tr>
<td>User 5</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>0</td>
<td>2</td>
<td>0.02</td>
<td>0.12</td>
</tr>
<tr>
<td>User 6</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>3</td>
<td>0</td>
<td>0.99</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>0.85</td>
<td>0.68</td>
</tr>
</tbody>
</table>
Non parametric object recognition

- Recognizing object class by querying similar images in ImageNet
- Given a large number of images, simple nearest neighbor methods can achieve reasonable performance despite a high level of noise.
Non parametric object recognition

1. NN-voting + noisy ImageNet
2. NN-voting + clear ImageNet:
3. NBNN
4. NBNN-100:

Object recognition experiment results plotted in ROC curves
Tree based image classification

- This experiment illustrate the usefulness of the ImageNet hierarchy
- A classifier at each synset node of the tree
- We want to decide whether an image contain an obj of synset or not
- The maximum of all the classifier responses in this subtree becomes the classification score of the query image.
- Using AdaBoost-based classifier proposed by Collins
Automatic Object Localization

By adding spatial extent of the object in each image two application comes:

1. Training a robust object detection algorithm often need localized objects in different poses
2. For object localization

We used non-parametric graphical model to learn visual representation of object against background
Every input image is represented as a “bag of words”
The output is the probability for each image patch to belong to the topics $z_i$ of a given category
ImageNet Application

Samples of detected bounding boxes around different objects

Average images and image samples of the detected bounding boxes from the ‘tusker’ and ‘stealth aircraft’ categories
Future work

- Completing imagenet
  Current version = 10% of the wordNet synset
  - Speed up construction process
  - to have roughly 50 million clean diverse full resolution images spread over approximately 50K synsets
  - Deliver ImageNet to research communicate by making it publicly available
  - Extend to include more information such as localization
  - Foster an ImageNet community and develop an online platform where everyone can contribute to and benefit from imageNet
Exploiting ImageNet

We hope ImageNet will become a central resource for a broad range of vision related research. We envision these applications:

- A training resource
- A benchmark dataset
- Introducing new semantic relation for visual modeling
- Human vision research
Thank you