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Data scientists have a lot of power

A lot of data

A lot of ML/Stats 
methods

A lot of data-driven 
decisions

Whether Tom can get admitted by a university

Whether Tom can get an offer from a company

Whether Tom can get a loan from a bank

Whether Tom can express his option on a website

Whether Tom can be treated properly in a hospital
. . .
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What is a right decision?

orEASY

HARD
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One experiment showed that 
Google displayed adverts for a
career coaching service for
“$200k+” executive jobs 1,852
times to the male group and
only 318 times to the female
group. Another experiment, in
July 2014, showed a similar
trend but was not statistically
significant. ”

“
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Data Science Ethics

Informed Consent 
Data Ownership 
Privacy
Data Validity 
Algorithmic Fairness

https://www.coursera.org/l
earn/data-science-ethics/

https://dataresponsibly.github.io
/courses/spring19/
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Fairness in Machine Learning
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Fairness in Machine Learning

Is my model fair?
Admit 40% students to MPCS

Not admit Admit
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Fairness in Machine Learning

Female and male applicants are treated differently

Admit 40% students to MPCS

Female

Male

Admit rate: 20%

Admit rate: 60%
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Fairness in Machine Learning

How to make my model fair?
GPA

High Low

Female Admit rate: 20%

Male Admit rate: 60%
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Fairness in Machine Learning

Female

Male

Admit rate: 40%

Admit rate: 40%

High Low

How to make my model fair?
GPA

Is it fair?
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Two notions of fairness

Equality

Giving everyone the same thing

Equity
Giving everyone access to the same opportunity
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Toolkits
https://github.com/fairlearn/fairlearn

https://github.com/Trusted-AI/AIF360

https://github.com/tensorflow/fairness-indicators

2023-03-30 Steven Bergner - CMPT 733 14

https://github.com/fairlearn/fairlearn
https://github.com/Trusted-AI/AIF360
https://github.com/tensorflow/fairness-indicators


AIF360

Datasets 
Toolbox
◦ Fairness metrics (30+)
◦ Fairness metric explanations
◦ Bias mitigation algorithms (9+)
Guidance
Industry-specific tutorials

https://github.com/Trusted-AI/AIF360
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Bias In the 
Machine Learning 
Pipeline

AI Fairness by Trisha Mahoney, Kush R. 
Varshney, and Michael Hind Copyright
© 2020 O’Reilly Media. All rights 
reserved.
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AIF360 Algorithms

Pre-processing
◦ Reweighing
◦ Disparate Impact Remover
◦ Learning Fair Representations
◦ Optimized Preprocessing

In-processing
◦ Calibrated Equality of Odds
◦ Equality of Odds
◦ Reject Option Classification

Post-processing
• ART Classifier
• Prejudice Remover
• Post-processing
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Reweighting

Modify the weights of different training examples 
such that

P(admit | Sex = ‘Female’)

＝
P(admit | Sex = ‘Male’)
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Reweighting

{F,M}

F.Kamiran and T.Calders, “Data Preprocessing Techniques for Classification without Discrimination,” Knowledge and Information 
Systems, 2012 (https://link.springer.com/content/pdf/10.1007%2Fs10115-011-0463-8.pdf)
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Reweighting - Example

10×4
5 ×6 = 0.75

5 ×4 = 2
10×1

10×3
5 ×4 = 0.67

10×2
5 ×6 = 1.5
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Impact of AI
on data science, engineering, and humanity.
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How are our brains going to change?
• AI already has profound impact on how we live and work

• AI to generate ideas
• Instead of relying on intuition and imagination
• Blur the line between human and machine creativity

• Shift in skills and abilities, put higher value on
• Critical thinking
• Judgment
• Taste
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Impact of AI on Data Science

• Automate many data-related tasks such as data cleaning, data 
preprocessing, feature selection, and even model selection
• Discover patterns and relationships that are not immediately 

apparent in large datasets
• More accurate and efficient predictive models 
• Personalized and interactive data products
• Raises important ethical and social issues related to data 

privacy, bias, and fairness
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AI Data Management & Eval

• https://zenoml.com/docs/demos
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https://image-example.zenoml.com/


Conclusion

Big Picture
◦ Why responsible data science?
◦ Data science ethics
Fairness
◦ Equality vs Equity
◦ AIF360
Reweighting

or
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